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Abstract. Both electron propagator theory and density-functional theory provide conceptually useful 
information about chemical reactivity and, most especially, charge transfer. This paper elucidates the 
qualitative and quantitative links between the two theories, with emphasis on how the reactivity indica-
tors of conceptual density-functional theory can be derived from electron propagator theory. Electron 
propagator theory could be used to compute reactivity indices with high accuracy at reasonable computa-
tional cost. 
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1. Motivation 

Though there are many approaches to the electronic 
structure problem, only a few combine quantitative 
accuracy with qualitative utility. By this standard, 
density-functional theory (DFT) and electron propa-
gator theory (EPT) stand out. Density-functional 
theory is exact (in principle) and for at least the past 
twenty-five years has been used to describe obser-
ved chemical trends.1–6 However, in the most com-
mon implementations of density-functional theory 
(that is, Kohn–Sham DFT with an approximate ex-
change-correlation energy functional),7 the effects of 
electron correlation are (sometimes very) imper-
fectly included. By contrast, electron propagator 
theory aims at exact solutions to the many-electron 
Schrödinger equation, so that the accuracy of this 
approach is more closely attuned to that of conven-
tional, wave-function based, ab initio approaches to 
quantum chemistry such as many-body perturbation 
theory and coupled-cluster methods.8–11 Electron 
propagator theory has proved to be very useful for 
describing the electronic structure of molecules, but 
it is rarely used to address molecules’ reactivity. 
 The purpose of this paper is to present the links, 
both qualitative and quantitative, between the theory 
of the electron propagator and density-functional 
theory. In particular, we wish to derive an explicit 
link between the “wave function perspective” of 

EPT and the “electron density perspective” of DFT. 
For example, electron propagator theory discloses 
that the overlap between the many-electron, initial 
and final state, wave-functions that pertain to the 
lowest ionization energy is related to the first Dyson 
orbital, 0 ( )IPφ r . Density-functional theory indicates 
that the change in the electron density associated with 
ionization is equal to the Fukui function, ( )f − r .12,13 
Since both 0 ( )IPφ r  and ( )f − r  are fundamentally re-
lated to the process of ionization, they must be rela-
ted, so we may hypothesize that  
 

 2
0( ) | ( ) | (other terms)IPf φ− = +r r . (1) 

 
One of the primary goals of this paper is to derive 
the form of the “other terms” in (1). More generally, 
we wish to derive expressions for the global and  
local reactivity indices in conceptual DFT in terms 
of quantities related to electron propagator theory, 
so that we can more fully answer the fundamental 
question: “How are the electron propagator and den-
sity-functional perspectives related?”. 
 Quite aside from the latter question’s fundamental 
importance, our goal is to demonstrate how global 
and local reactivity indicators in density-functional 
theory can be evaluated using electron-propagator 
theory. The reactivity indicators of conceptual DFT, 
however, are completely defined within the exact 
DFT, and are totally independent of the Kohn–Sham 
ansatz and any approximation thereto. Consequently, 
it is entirely appropriate to compute reactivity indi-
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cators using any available method, and the equations 
we derive make it feasible to use ab initio tech-
niques to compute accurate approximations to reac-
tivity indicators. Not only is this appropriate, but 
using ab initio techniques may be highly desirable, 
especially since, as commonly applied, Kohn–Sham 
density-functional theory sometimes struggles to 
compute quantities related to reaction mechanisms 
(e.g., barrier heights).14,15 Electron propagator techni-
ques may provide a way forward, allowing reactivity 
indicators to be computed more reliably. 
 To these ends, §§2 and 3 of this paper present the 
requisite background information on conceptual 
density-functional theory and electron propagator 
theory. Next, we consider how electron propagator 
theory can be used to compute global and local reac-
tivity indicators (§§ 4 and 5 respectively). Section 6 
concludes. 

2. Conceptual density-functional theory 

Readers familiar with conceptual density-functional 
theory16,17 may wish to skip to the next section, as 
the following discussion and notation is standard. The 
intent is to present the key quantities in conceptual 
density-functional theory to a more general audi-
ence. 
 The key insight underlying density-functional 
theory is that the electronic energy of a molecule 
can be considered to be a functional of the electron 
density,18  
 

 
1

( ) ( )
N

i
i

ρ δ
=

= Ψ − Ψ∑x r x  (2) 

 
or, equivalently, of the external potential, ( )v x .19 The 
external potential is just the potential felt by elec-
trons in a molecule due to entities that are not elec-
trons. In the simplest case, the external potential is 
just the potential due to the atomic nuclei,  

 
1

( )
| |

P Z
v α

α α=

−
=

−
∑x

x R
, (3) 

where 1{ }P
α α =R  and 1{ }PZα α =  denote the positions and 

atomic numbers of the atomic nuclei in a P-atom 
molecule. More generally, the external potential in-
cludes the potential due to external fields, solvation, 
and in quantum mechanics/molecular mechanics 
(QM/MM) hybrid calculations, other molecules (or 
other pieces of the same macromolecule).  

 Following Hohenberg and Kohn,18 the electronic 
energy can be written as a functional of the electron 
density  
 
 [ ] [ ] [ ] ( ) ( )dv eeE T V vρ ρ ρ ρ= + + ∫ x x x  (4) 

 
where T[ρ] and Vee[ρ] denote the kinetic energy and 
electron–electron repulsion energy functionals. In 
(4), the external potential is fixed by identity of the 
molecular system and is thus treated as a parameter 
and not a variable. Equation (4) is an exact expres-
sion for the energy of a molecule, complicated only 
by the fact that computationally useful forms for 
T[ρ] and Vee[ρ] are unknown. (Exact, but computa-
tionally impracticable, expressions are available, 
however.20–23) Kohn and Sham partially circumven-
ted these problems by rewriting (4) in the form,7  
 
 [ ] [ ] [ ] [ ] ( ) ( )dv s xcE T J E vρ ρ ρ ρ ρ= + + + ∫ x x x , (5) 

 
where Ts[ρ] is the kinetic energy of the reference 
system of non-interacting electrons that has the 
same density as the interacting system,  
 

 
1 ( ) ( )

[ ] d d ,
2 | |

J
ρ ρ

ρ
′

′=
′−∫∫

x x
x x

x x
 (6) 

 
is the classical coulomb repulsion between electrons, 
and Exc[ρ] is the exchange-correlation energy. Both 
Ts[ρ] and J[ρ] can be exactly computed; the exact 
form of Exc[ρ] is not known but good approxima-
tions exist. Significantly, because the exchange-
correlation energy is a rather small fraction of the 
total electronic energy, relatively large relative er-
rors in the exchange-correlation energy functional 
need not cause unacceptably large absolute errors in 
the total energy. (This is not true for the unknown 
functionals in (4), which are similar in magnitude to 
the total energy.)  
 The historical roots of conceptual – as opposed to 
computational – DFT can be traced to a 1978 paper 
by Parr, Donnelly, Levy, and Palke.24 There they ob-
served that the fundamental variational principle in 
DFT could be written in the form  
 

 
[ ]

,
( )

vEδ ρ
µ

δρ
=

r
 (7) 

 
where µ, which they called the electronic chemical 
potential, is  
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( )v

E

N
µ

∂ =  ∂  r

. (8) 

 
Following Itzowski and Margrave,25 and observing 
that a finite-difference approximation to the chemical 
potential was just the additive inverse of the Mulli-
ken electronegativity,26 
 
 Mulliken( ) / 2 ,I Aµ χ≈ − + = −  (9) 

 
Parr et al concluded that the electronegativity should 
be defined as minus the electronic chemical poten-
tial.  
 From this base, a plethora of new reactivity indica-
tors were first proposed and later systematized using 
analogies to thermodynamics, perturbation theory, 
and variational principles.1,3,6,17,27–31 In each case, a 
key mathematical concept is the functional deriva-
tive, to which we have already been introduced in 
(7). Just as the derivative of a function indicates 
how the value of the function changes when the ar-
gument changes  
 
 ( )( d ) (d / d )df x x f x f x x+ − ≈  (10) 

 
 .( d ) ( ) ( ) d ,f f f+ − ≈ ∇x x x x x  (11) 

 
the functional derivative encapsulates information 
about how a functional changes when its argument 
changes,  

 
[ ]

[ ( ) ( )] [ [ ]] ( )d .
( )v v

E
E E

δ ρ
ρ δρ ρ δρ

δρ
+ − ≈ ∫x x x x x

x
 

 (12) 

The integral in (12) is required because the function 
(in this case, the electron density) may change in 
many places at once, and so we must take the Rie-
mann sum (i.e. integral) over all the possible loca-
tions where the density might change. If we restrict 
ourselves to the special case where the electron den-
sity changes only at one point, i.e.  

 0( ) ( ),δρ εδ= −x x x  (13) 

then 0[ ( ) ( )] [ [ ]]v vE Eρ εδ ρ+ − −x x x x  

   0[ [ ]/ ( )] ( )dEε δ ρ δρ δ≈ −∫ x x x x  

 0

0

[ ( ) ( )] [ [ ]] [ ]
.

( )
v vE E Eρ εδ ρ δ ρ

ε δρ
+ − −

≈
x x x x

x
 (14) 

In the limit of infinitesimal ε, terms proportional to 
ε2 and higher powers of ε become negligible, so  
 

 

0

0
0

0

0

[ ( ) ( )] [ [ ]][ ] lim
( )

[ ( ) ( )]
.

v vE EE

E

ε

ε

ρ εδ ρδ ρ
δρ ε

ρ εδ
ε

→

=

+ − −
≡

∂ + − =  ∂ 

x x x x

x

x x x
(15)

 

 
The functional derivative can be interpreted as the 
change in the value of the functional (here, the en-
ergy) when the value of the function (here, the electron 
density) is changed at the point x0. The functional 
derivative can be determined using either (15) or the 
more fundamental and mathematically rigorous (12). 
For a demonstration of how (7) is derived from the 
variational principle for the energy and (15), the 
reader is referred to [ref. 1].  
 Based on the insight that chemical reactions are 
typified by favorable (that is, energy lowering) in-
teraction between reactant molecules, density-
functional reactivity indices are related to how the 
energy of a molecule changes as the electron density, 
external potential, or number of electrons changes 
due to a perturbation representing the other reagent. 
The most commonly used reactivity indicators are 
related to how the electronic energy changes as the 
number of electrons and external potential changes, 
thus: 
 

[ ( ) ( ); ] [ ( ); ]E v v N N E v N+ ∆ + ∆ =r r r  
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 ∂ ∆ ∂ +∆ + +  ∂ ∂   r r
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E v N
v v
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δ
δ δ

δ
δ

 
′ ′+ ∆ ∆ + ′ 

 ∂
+∆ ∆ + ∂ 

∫∫

∫
r

r r r r
r r

r r
r

 

(16)

 

Note that all the derivatives and functional deriva-
tives are evaluated for the unperturbed system. 
Thus, conceptual density-functional theory strives to 
explain the molecular reactivity using only properties 
of the isolated reactants.  
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 It should also be noted that (16) could be written 
down without any recourse to density-functional 
theory. The association of (16) to density-functional 
theory is mostly historical: the language, literature, 
and methods typically used to interpret equations of 
this form are associated with density-functional the-
ory. There is no compelling reason, though, not to 
use an alternative method (e.g., electron propagator 
theory) to evaluate the quantities appearing in (16).  
 In fact, the terms in (16) are often discussed using 
vocabulary more often associated with molecular-
orbital theory. Using Klopman’s classification of 
different chemical reaction types,32 the terms on the 
second line, which depend on the change in the 
number of electrons but not the change in external 
potential, are typically important in “frontier orbital 
controlled” chemical reactions. The first term, here, 
can be identified with the electronic chemical poten-
tial (compare (8)) while the second term is associ-
ated with the chemical hardness,33  
 

 
2

2
( )

.
v

E
I A

N
η

 ∂
= ≈ − 

∂  r

 (17) 

 
The relationship between η and the ionization poten-
tial and electron affinity of the molecule was first 
proposed by Parr and Pearson and is based on the 
assumption that the electronic energy is a quadratic 
function of the number of electrons.33 The equaliza-
tion of the electronic chemical potential follows by 
analogy to classical thermodynamics, yielding the 
electronegativity equalization principle.24,34 The 
chemical hardness is important for explaining the 
maximum hardness29,35–38 and hard/soft acid/base 
principles.39–41 When information about the chemical 
hardness is combined with information from the 
chemical potential, reactivity indices related to the 
power of electrophiles,42 nucleophiles,43 and leaving 
groups44,45 can be derived. 
 The next two terms, which depend on the change 
in external potential but not the amount of electron 
transfer, are associated with “charge controlled” re-
actions in the Klopman classification.32 The first of 
these two terms is related to the electrostatic poten-
tial,46  

 
1

( )
( ) d

| | | |

P Zα

α α

ρ

=

′
′Φ = −

′− −∑ ∫
x

r x
x R x x

, (18) 

while the second term is related to the polarization 
of the reactant by attacking reagent, and is often ne-

glected. Deriving the relationship between (16) and 
the electrostatic potential requires one to know that  
 

 
( ),

[ ; ]
( )

( )
v N

E v N

v

δ
ρ

δ
 

= 
  r

x
x

, (19) 

 
which follows directly from (15), the Hellmann–
Feynman theorem, and the definition of the electron 
density. If we consider the change in external potential 
to be due to an infinitesimal positive point charge, 
then inserting (19) into (16) and adding the term due 
to nuclear repulsion yields the electrostatic potential, 
(18). The fourth and fifth terms are the basis for “ex-
ternal potential-based” reactivity indices.30 
 The last line in (16) represents the coupling bet-
ween changes in external potential and changes in 
electron number. Using either (8) or (19), we can 
simplify the functional derivative to  
 

 
( )

( )
( )

( )v N

f
N v

ρ δµ
δ

 ∂ = =   ∂   r

r
r

r
. (20) 

 
f(r) is called the Fukui function;13,47 it is related to 
the frontier orbitals but it includes the effects of 
electron correlation and orbital relaxation.12 Since 
the Fukui function does not make an important con-
tribution to the expression for the molecular interac-
tion energy (cf. (16)) unless there is significant 
charge transfer between the reactants, it is usually 
important for “frontier orbital controlled” reactions. 
When orbital relaxation and/or electron correlation 
are important, the Fukui function is a more accurate 
predictor of regioselectivity than the frontier mo-
lecular orbitals.48–50  
 An important and subtle issue arises when consid-
ering formulae like (8), where the energy is differen-
tiated with respect to the number of electrons. The 
number of electrons is always an integer, so it is by 
no means assured that we can treat the number of 
electrons as a continuous variable. In the usual ap-
proach, we consider the number of electrons to be 
defined by introducing a heat bath, and then taking 
the zero temperature limit.51 An alternative is to de-
rive the result based on the constraint that the under-
lying exact functional must be size consistent.52 
(Though this is not strictly required, it is a useful 
additional constraint to impose.) Either approach 
yields the same final result, which is that the energy, 
electron density, and any other size-consistent func-
tional of fractional-electron systems is simply given 
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by the linear interpolation between the systems with 
integer electron number. Owing to this, it is neces-
sary to define derivatives with respect to the number 
of electrons from above and below, giving13,29,47,51 
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 (22) 

 
Equations (21) and (22) are exact for exact calcula-
tions, but are usually only approximate. In (22), we 
have chosen to explicitly denote the number of elec-
trons in the reactant molecule with a subscript on the 
electron density. Clearly the Fukui function meas-
ures how the electron density changes when we re-
move an electron from the system ( f –(r)) or add an 
electron to the system ( f +(r)). Since electrophilic 
attack tends to occur in locations where molecules 
are willing to donate electrons (where f –(r) is large) 
and nucleophilic attack tends to occur in locations 
where molecules are eager to accept electrons (where 
f +(r) is large), it is not surprising that the Fukui 
functions encapsulate information about regioselec-
tivity. Thus, though it is mathematical inconvenient, 
the derivative discontinuity with respect to electron 
number is chemically important, since it predicts 
that ambiphilic molecules respond differently to nu-
cleophilic and electrophilic attack. 
 The biggest drawback of the derivative disconti-
nuity is that the chemical hardness becomes ill-defi-
ned (it is zero for one-sided derivatives and infinite 
for the two-sided derivative). However, some infor-
mation remains since we can write29  
 

 
2

2
( )

( ) ( ) ( ),
v

E
M I A M N

N
η δ

 ∂
= = − − 

∂  r

 

 1 1.N M N− < < +  (23) 

Here again N is the number of electrons in the isola-
ted reactant molecule. 

3. Electron propagator theory 

The Fukui function is a key quantity in density-
functional theory because it expresses how the elec-
tron density – the fundamental descriptor of chemi-
cal systems in DFT – changes as the number of 
electrons changes. Dyson orbitals play a similar role 
in electron propagator theory: Dyson orbitals express 
how the wave function – the fundamental descriptor 
in conventional ab initio approaches to the elec-
tronic structure problem – changes as the number of 
electrons changes. Just as we have Fukui functions 
for electron attachment and electron removal, we 
have Dyson orbitals for electron attachment, 
 

 
( )

( )
0 1

1
1 1

*...( ) 1[ ( ( ,..., ))

( ,..., , )d ...d ],

NEA
l N

N
l N N

Nφ
+

≡ + Ψ

× Ψ
∫ ∫z z z

z z z z z
 

 (24) 
and electron removal, 
 

 ( )1
1 1

*...( ) [ ( ( ,..., ))NIP
k k NNφ −

−≡ Ψ∫ ∫z z z  

 ( )
0 1 1 1 1( ,..., , )d ...d ].N

N N− −× Ψ z z z z z  (25) 

 
Here ( )

1( ,..., )M
m MΨ z z  denotes the mth eigenfunction 

of the M-electron system and zi denotes both the 
spatial and spin coordinates of the ith electron. The 
factors of 1N +  and N  in (24) and (25), respec-
tively, arise from normalization of the antisymmetric, 
many-electron wavefunctions. 
 Based on their definitions, (24) and (25), one 
might suspect that the Dyson orbitals require that all 
the eigenstates of the N + 1 and N–1 electron systems 
be determined, in addition to the usual determination 
of the N-electron ground state. However, within the 
purview of electron propagator theory, the Dyson 
orbitals and the associated ionization potentials and 
electron affinities can be determined from a single 
calculation on the N-electron system. To see how 
this arises, recall that for a one-electron Hamiltonian, 
ˆ ( )f z , the electron propagator, ( , , )G ε′z z  solves the 

equation  
 

 ˆ( ( )) ( , , ) ( )f Gε ε δ′ ′− = −z z z z z , (26) 

 
whence  
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 1ˆ( , , ) ( ( ))G fε ε −′ = −z z z  

     
*

0

( ) ( )
.k k

k k

ψ ψ
ε ε

∞

=

′
=

−∑
z z

 (27) 

 
In the first line of (27), 1ˆ( ( ))fε −− z  represents the 
inverse of an operator, and not merely a multiplica-
tive inverse. In the second line of (27), { ( )}kψ z  and 
{εk} are the eigenfunctions and eigenvalues of the 1-
electron Hamiltonian,  
 

 ˆ ( ) ( ) ( )k k kf ψ ε ψ=z z z . (28) 

 
ˆ ( )f z  can be any one-electron Hamiltonian, and 

while there have been many studies using the Kohn–
Sham Hamiltonian in this context,53–61 our primary 
goal is to draw the link between conceptual DFT and 
conventional ab initio approaches, so we shall hence-
forth consider ˆ ( )f z  to be the Hartree–Fock operator.  
 If we consider a system of N non-interacting elec-
trons defined by the Hamiltonian 
 

 ( )

1

ˆˆ ( )
N

HF
i

i

H f
=

= ∑ z , (29) 

 
the ground state wave function will be a Slater deter-
minant composed of the Hartree–Fock spin-orbitals 
 

 ( , )
0 0 1 1| ... | .N HF

Nψ ψ ψ −Ψ =  (30) 

 
The occupied Hartree–Fock orbitals are, according 
to Koopmans’s theorem, associated with ionization  
 

 ( ) 0 1HF
k kI k Nε= − ≤ ≤ −  (31) 

 

 ( , ) ( )IP HF
k Nφ z  

0 1 1 1 0 1 1... 1| ... ... | | ... |k k N N NN ψ ψ ψ ψ ψ ψ− + − − −= 〈 〉  (32) 

 
where the notation in the second line indicates inte-
gration with respect to the coordinates of the first  
N–1 electronic coordinates. If we adopt the conven-
tion that ( , ) ( ) 0IP HF

k Nφ =z  for k ≥ N, then 
 

 ( , ) ( ),
( )

0, .
kIP HF

k

N k

N k

ψ
φ

>
= 

≤

z
z  (33) 

(This convention is most natural when second quan-
tization is used, but we avoid using second quantiza-
tion in this paper because some in the DFT 

community are unfamiliar with this notation. Second 
quantization is not commonly employed in DFT be-
cause the electron density (and related quantities) 
are associated with a nonreflexive Banach space, 
whereas the algebraic structure of second quantiza-
tion requires a graded Hilbert space which can be 
generalized to reflexive Banach spaces.) It is useful 
to recall the formula for the Hartree–Fock energy in 
terms of the orbital energies of the occupied orbitals 
and expectation values of the one-electron Hamilto-
nian, namely,  
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Similarly, the unoccupied Hartree–Fock orbitals are 
associated with electron attachment,  
 

 ( )HF
l lA N lε= − ≤  (35) 

 ( , )
1( )EA HF

l Nφ +z  
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Because of the Pauli exclusion principle,  
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0, .
lEA HF

l

N l
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φ
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=  >

z
z  (37) 

Based on (31)–(37), we see that the Hartree–Fock 
occupied orbitals are analogous to the Dyson orbitals 
for electron removal, { }IP

kφ , and the Hartree–Fock vir-
tual orbitals are analogous to the Dyson orbitals for 
electron attachment { }EA

lφ . Thus, the one-electron pro-
pagator in Hartree–Fock theory can be rewritten as  
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=

′
+

−∑ z z
 

 (38) 

which may be chosen to be the zero-order electron 
propagator, 0 ( , , )G ε′z z . This leads us to propose the 
following definition for the exact one-electron 
propagator,  
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Approximations to the electron propagator are usu-
ally constructed in terms of an energy-dependent po-
tential, the self-energy operator, ∑(x, ε). The Dyson 
equation, 
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can be solved directly by iterative approximation or 
by insertion of the left-hand side into the right-hand 
side, yielding 
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It is worth noting that (40) is exact in all circum-
stances, while equations based on (41) rely on the 
assumed convergence of the Taylor series. (Based 
on the questionable convergence of Moller–Plesset 
Perturbation Theory, this may not always be a justi-
fied assumption.62) 
 Multiplying (40) by the both the operator inverse 
of the exact and approximate propagators, we obtain  
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which gives an explicit expression for the self en-
ergy, namely, 
 

 1
0( , ) ( ) ( ( , , ))Gε δ ε −′ ′Σ − =y y y y y  

   1( ( , , ))G ε −′ ′− y y  (43) 

or in matrix notation, 

 1 1
0( ) =ε − −∑ −G G , (44) 

 
where ∑(ε) is defined as the projection of 
∑(x, ε)δ(x–x′) onto a basis set. 
 In terms of the self-energy, we also have direct 
expressions for the Dyson orbitals, namely,  
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l l lf Aε φ φ+ Σ = −z z z z  (45) 

 
The fundamental goal of electron propagator theory 
is to find practical approximate expressions for the 
self-energy operator and to solve the resulting equa-
tions. This energy-dependent potential can be ex-
panded in a perturbative series where the lowest 
correction occurs at second order.  
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 (46) 
 
here, i, j index the occupied spin-orbitals, a, b index 
the virtual spin-orbitals, and {χp} is a set of ortho-
normal basis functions. The expression for the third-
order correction is more complicated. Because the 
primary purpose of this paper is to derive general re-
lations between electron propagator and DFT, we 
will defer a treatment of third order contributions to 
a separate paper. 
 Once we derive an approximate expression for the 
self-energy (e.g., (46)) and solve (45) for the Dyson 
orbitals, we can determine many other quantities, 
including the N-electron charge-density,  
 

 2

0

( ) | ( ) |IP
N k

k

ρ φ
∞

=

= ∑z z  (47) 



Junia Melin et al 

 

394

and the pole strengths,  
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(48)
 

 
which are related to the intensities of transitions in 
photoelectron spectra. For better understanding of 
this quantity it might be useful to recall that, when 
an electron is removed from a molecule, different 
processes can take place, such as a simple detach-
ment of the electron from an orbital (as described by 
the Koopmans’s picture of ionization processes), or 
ionization coupled to excitations, known as shake-ups. 
Pole strengths can be interpreted as the probability 
associated to ionization processes given by Koop-
mans’s picture. 
 In analogy to (34), there is an expression for the 
electronic energy in terms of the Dyson orbitals, 
their energies, and their pole strengths: 
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Equation (49) clearly reduces to (34) if the many-
electron Hamiltonian is replaced by (29).  

4. Global indicators 

4.1 Exact theory 

Just as in conceptual DFT, the key quantities needed 
to describe electron transfer processes are available 
in electron propagator theory. The eigenvalues of 
(45) give access to the electron affinities and ioniza-
tion potentials, while the Dyson orbitals encapsulate 
information about the changes in a wave-function 
associated with ionization and electron attachment 
processes. Consequently, we can derive the reacti-
vity indicators defined in conceptual DFT in terms 
of electron propagator formalism.  
 If one uses (21) to model the chemical potential, 
then the eigenvalues of the Dyson equation fully de-
termine the chemical potential from above and be-
low. It is sometimes useful, however, to overlook 
the discontinuity in energy change with respect to 
the number of electrons and differentiate energy ex-
pressions directly with respect to the number of 
electrons. Thus one could differentiate (49) with res-
pect to N directly. This, however, requires one to ex-

tend the definition of the electron propagator to non-
integer numbers of electrons; it is not entirely clear 
how to do this. 

4.2 Approximations 

Chemical potential and hardness are usually calcu-
lated using finite difference approximations through 
(9) and (17) respectively. We have already shown 
that solving the Dyson equations provides accurate 
ionization potentials and electron affinities; thus, 
expressions for global reactivity indicators can be 
directly written in terms of the smallest ionization 
potential and the greatest electron affinity,  
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Furthermore, within DFT formalism, there are other 
global reactivity descriptors defined in terms of µ 
and η (whence depending on ionization potentials 
and electron affinities), that can be also determined 
using EPT values. For instance, the electrophilicity 
power of a chemical system reads,42 
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Recently introduced concepts related to the quality 
of leaving groups can also be expressed in terms of 
ionization potentials and electron affinities,44,45 
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 (53) 
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 (54) 

One advantage of using ionization potentials and 
electron affinities from electron propagator calcula-
tions is that, since the eigenvalues of (45) include 
correlation and orbital relaxation, the resulting reac-
tivity indicators will also account for those effects. 
Moreover, there is a practical advantage since the 
ionization potential and electron affinity of a mole-
cule are obtained from a single calculation of the 
electron propagator, while the conventional approach 
requires distinct energy calculations for the N, 
N + 1, and N – 1 electron systems.  

5. Local indicators 

5.1 Exact theory 

Global indicators provide information about a global 
change in the chemical system under perturbation, 
but determining the specific site of the reactivity re-
quires a local reactivity indicator. The electrostatic 
potential and the Fukui function play key roles in 
describing local reactivity. (Another key quantity is 
the polarizability kernel3,30,63  
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This can be evaluated using electron propagator the-
ory, but the most direct approach employs the so-
called polarization propagator.64 The polarizability 
kernel is intimately related to the softness kernel, and 
the two quantities are equal at zero temperature.63,65) 
The electrostatic potential is readily evaluated from 
the definition (18) and the equation for the electron 
density in terms of the Dyson orbitals (47). Comput-
ing the Fukui function from the results of an elec-
tron propagator calculation is more involved, insofar 
as the obvious approach (direct differentiation of the 
EPT expression for the electron density) does not 
immediately lead to a useful answer. Instead, we 
compute the Fukui function using  
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 (57) 

 
Importantly, this approach avoids the need to com-
pute derivatives with respect to the number of elec-
trons.  
 Using (45) and the definition of the pole strength, 
(48), we obtain an expression for the electronic 
chemical potential that is analogous to the common 
expression for the Hartree–Fock orbital energies, 
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Here we have elected to denote the Dyson orbital 
and electron removal energy corresponding to the 
lowest ionization energy with a subscript zero. 
 Taking the functional derivative of both sides of 
(58) with respect to the external potential gives  
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From (45) and the definition of the pole strength, 
(48), we conclude that the last two terms in (59) 
cancel out: 
 

 
( )

1
0 0

0 0

1
0

( ) ( )

IP IP
kp

I I
v v

δ φ φ δ
δ δ

− 
 − = − =

′ ′z z
. (60) 

 
Then, introducing the Hartree–Fock orbitals and us-
ing the chain rule for functional derivatives, the ex-
pression for the Fukui function can be simplified to 
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Here, the index s runs over all the Hartree–Fock orbi-
tals, {ψs(z)}. The functional derivative of the Har-
tree–Fock orbitals with respect to the external 
potential can be computed using coupled-perturbed 
Hartree–Fock equations; relevant formulae are pre-
sented in the appendix. From (61), it is clear that  

 1 2
0 0( ) ( ) | ( ) | corrections,IP IPf p φ− −= +r r  (62) 

and, by a similar argument to the preceding,  

 1 2
0 0( ) ( ) | ( ) | corrections.EA EAf p φ+ −= +r r  (63) 

In the Hartree–Fock model (where the self-energy is 
defined to be zero), the corrections are related to orbital 
relaxation. While this sort of orbital-based language 
is not entirely appropriate in this case, it is clear that 
the corrections are related to the relaxation of the 
orbitals (both the Hartree–Fock and the Dyson orbi-
tals) that accompanies ionization or electron attach-
ment. In particular, these formulae for the Fukui 
function take the form of a normalized Dyson orbital, 
plus suitable corrections. 
 To further simplify our expression for the Fukui 
function, we employ the expression for the pole 
strength in terms of the self-energy, (48), giving 
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and so 
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 (65) 

This is the working equation for the nucleophilic 
Fukui function and, though the present derivation is 
different, the final result is formally identical to the 
expression of Cioslowski and Ortiz.66 (Note, however, 
that they use normalized Dyson orbitals in their 
derivation, which introduces an extra factor of the 
pole strength.)  
 A very similar derivation to the above gives an ex-
pression for the electrophilic Fukui function, namely,  
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 (66) 
 
where it is understood that the subscript zero indi-
cates that we are considering the greatest electron 
affinity in the system (that is, the electron affinity 
that corresponds to the ground state of the anion).  
 In both (65) and (66), the Dyson Orbital is approxi-
mated as the square magnitude of the Fukui func-
tion, plus an “orbital relaxation” term that arises 
from Hartree–Fock theory, plus a final self-energy 
dependent term that corrects for all the effects of 
electron correlation (including the way electron cor-
relation influences orbital relaxation). Note that be-
cause the pole strength is usually less than one, 
neglecting the last two terms in (65) and (66) would 
actually give a Fukui function that is not correctly 
normalized. For this reason, the “frozen orbital ap-
proximation” is not likely to be useful in electron 
propagator treatments of the Fukui function. 
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5.2 Approximations 

In order to derive approximate formulae for the Fukui 
functions, one need merely insert a specific ap-
proximation for the self energy (e.g., (46)) into (65) 
and (66). For practical work, it is most helpful to de-
rive these corrections using an effective density ma-
trix, whence the change in density associated with 
the Kth eigenstate of the propagator can be associ-
ated with 
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It follows from the derivation in the previous section 
that the first term in this expansion is just the Dyson 
orbital, ergo  
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Deriving the correction for any given choice of the 
self-energy is a tedious, but straightforward, exercise. 
For example, the second-order correction can be ex-
pressed as66,67  
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Here, ( , )IP EA

pKd  are expansion coefficients for the 
Dyson orbitals, 
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The effective density matrix in (69) is broken into 
occupied-occupied, 
 

 

, ( )( )

1

2 ( )( )

K
ij pq

c k c i k c j k

d i c d j c d

ik pc qc jk

cd pj qi cd

ε ε ε ε ε ε ε ε

ε ε ε ε ε ε ε ε


Γ = 

+ − − + − −


− 
+ − − + − − 

∑ ∑

∑
 

 (71) 
 
virtual-virtual,  
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and off-diagonal (occupied-virtual) 
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 (73) 
 
blocks.66,67 Higher order approximations have a simi-
lar form, but (71)–(73) are replaced by more com-
plicated expressions. 
 There is a close link between the preceding analy-
sis and previous work on computing adiabatic ioni-
zation potentials and electron affinities. Computing 
adiabatic ionization potentials and electron affinities 
requires information on the potential energy surface 
of the N – 1 and N + 1 electron systems, VN–1(R) and 
VN+1(R), in addition to the potential energy surface 
of the reference system V0(R). Letting λ denote any 
parameter on which the external potential depends 
(of special interest are the nuclear coordinates), we 
have68  
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These equations reduce to an especially simple form 
when they represent changes in geometry about the 
equilibrium geometry of the reference state, since 
then the first term on the right-hand-side of these 
equations is zero.  
 There have been a number of theoretical66,67 and 
computational66,69–73 studies in which EPT approxi-
mations to (74) and (75) were used to compute adia-
batic ionization potentials and electron affinities. It 
should not be difficult to modify those programs to 
extract the Fukui function.  
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6. Summary 

The preceding analysis elucidates the links between 
the density-functional theory (DFT) and electron-
propagator theory (EPT) approaches to describing 
charge transfer. The EPT approach has much to rec-
ommend it, including the ability to systematically 
refine results towards the correct answer and argua-
bly greater ability to represent the effects of electron 
correlation and orbital relaxation. The DFT appro-
ach, however, is more commonly used in qualitative 
and conceptual studies of chemical reactivity; the 
reactivity indicators associated with DFT are argua-
bly simpler and easier to interpret than those associated 
with EPT. Here, by deriving accurate expressions 
for the conceptually useful DFT reactivity indices in 
terms quantities related to EPT, we have sought to 
combine the best points of both approaches. Not 
only is this approach more accurate, in some cases it 
may be more efficient, since three separate calcula-
tions using conventional quantum chemistry (one for 
the neutral, cation, and anion) are replaced by a sin-
gle calculation using electron propagator theory.  
 Perhaps the most interesting results we obtain are 
(65) and (66), which show the relationship between 
the local quantities associated with electron removal 
and attachment in DFT (Fukui functions) and EPT 
(Dyson orbitals). Simply put, the Fukui function is 
equal to the square magnitude of the associated 
Dyson orbital, plus additional terms that can be rela-
ted to orbital relaxation and electron correlation ef-
fects. Because such effects are very important when 
one forms an anion, we expect that the present ap-
proach will be useful for computing the Fukui func-
tion associated with electron attachment, f +(r). 
There is mounting evidence that the orbital relaxation 
that accompanies electron removal has an impor-
tant,49,50 and sometimes decisive,48 role in determin-
ing molecular reactivity preferences. Electron pro-
pagator approaches will be most important whenever 
orbital relaxation and/or electron correlation plays 
an important role in describing chemical reactivity. 
However, one cannot predict, a priori, when these 
effects may change molecular reactivity preferences. 
In this respect, pole strengths can be a useful indica-
tor of the importance of these effects. In general, 
pole strengths between 0⋅8 and 1⋅0 indicate that the 
electron attachment and removal are well described 
by a simple Koopmans picture. Lower pole strengths 
indicate that higher order processes (such as ioniza-
tions coupled to excitations) are also important, 
which indicates that an accurate treatment of elec-

tron correlation and orbital relaxation is essential. 
For this reason we hope that researchers wishing to 
make reliable reactivity predictions will consider us-
ing EPT, instead of Kohn–Sham methods, to com-
pute reactivity indicators.  

Appendix A. Coupled-perturbed Hartree–Fock 

The functional derivative of the Hartree–Fock orbi-
tals with respect to the external potential can be 
computed using the coupled-perturbed Hartree–Fock 
equations. These equations are commonly stated, 
however, for geometry changes, when the basis 
functions vary with respect to the external potential 
also. This is not the case of interest, here, which 
simplifies the analysis. The most useful form of the 
coupled-perturbed Hartree–Fock equations is that of 
Allen whose result, assuming real orbitals and 
adopting our notation, becomes74  
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Here, the index s runs over all the Hartree–Fock orbi-
tals (both occupied and virtual). Solving (A1) with 
respect to the orthogonality conditions on the orbi-
tals gives the desired solution.  
 In practice, one introduces a basis set; if one expands 
the perturbed orbitals in terms of the unperturbed 
orbitals, with  
 

 
( )

( ) ( )
( )
s

st t
t

u
v

δψ
ψ

δ
′=

′ ∑z
z z

z
, (A3) 

 
multiplies (A1) by ψl(z), and integrates with respect 
to z, then one obtains the common form of the coupled-
perturbed Hartree–Fock equations.75,76 Inasmuch it 
is inconvenient for the coefficients of expansion in 
(A3) to depend on the point at which the perturba-
tion occurs, it is sometimes helpful to then rewrite 
the equation as  
 

 *( ) ( ) ( )st qrst q r
qr

u w ψ ψ′ ′ ′= ∑z z z  (A4) 

 
and then  
 

 *( )
( ) ( ) ( ).

( )
s

qrst q r t
qrt

w
v

δψ
ψ ψ ψ

δ
′=

′ ∑z
z z z

z
 (A5) 

 
Using this form, one can derive the corrections in 
terms of the transition density matrix, as in §5.2. 
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